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ABSTRACT

This paper describes our proposed speech de-noising sys-
tem (E023) submitted to the ICASSP SP Clarity Challenge
(Speech Enhancement for Hearing Aids). The aim of this
challenge is to improve the speech intelligibility while main-
taining the quality of a given speech-in-noise with the main
concentration on de-noising task. Our system was developed
by a hybrid approach using a single-channel DNN-based en-
hancement network and Kalman filtering as a post processing.
The preliminary evaluation on development set showed that
our proposed method could improve the speech intelligibility
in terms of STOI, but reduces the quality in terms of PESQ
score.

Index Terms— Speech enhancement, denoising, hybrid
approach, kalman filter

1. INTRODUCTION

One of the main tasks in speech enhancement is de-noising
which is to remove noise from a given speech-in-noise
(SPIN). The ICASSP SP Clarity Challenge aims to find
the optimal speech enhancement method for hearing aids,
especially for de-noising, in the more realistic scenario of
speech signal1. The collected scenes are overlapping with the
second Clarity Enhancement Challenge (CEC2) which are
more difficult than the first challenge (CEC1) [1], such as,
more variety of noise sources, head is moving while talking,
and the onset timing is less predictable.

Various methods from signal processing based approaches
to machine learning based approches have been proposed for
de-noising speech. For instance, the speech enhancement us-
ing Wiener filtering [2] which attempts to estimate the clean
speech by removing the noise while preserving the spectral
information. Meanwhile, Kalman filtering [3] applies a math-
ematical model to estimate the signal and noise components
to recursively update the estimated signal. In past few years,
some studies utilized deep neural network (DNN) model and
reported a significant improvement in speech enhancement
[4, 5]. The DNN with short-time Fourier transform (STFT)
can improve the time-frequency representation of the speech

signal which has been degraded by noise. This report pro-
posed a hybrid approach of DNN-based model and Kalman
filtering for de-noising the input SPIN.

2. METHOD

Figure 1 shows the block diagram of our proposed system.
Generally, it consists of the parallel processing of two DNN-
based enhancement models for left and right input signals and
the post processing by Kalman filtering. The post processing
aims to further suppress the interference noise.

The input SPIN is split into left and right signals. We per-
formed STFT with 4 ms frame length and 50% overlapping
to obtain the magnitude and phase from each signal. The
output magnitude is then input to the DNN-based enhance-
ment model. The DNN-based enhancement model is con-
structed using two layers bidirectional LSTM network with
self-attention and a feed-forward linear layer. The output of
this model is the amplitude spectrogram of the clean speech.
After obtaining the modified spectrogram, we reconstruct the
signals by using inverse STFT and the phase from the STFT.
Finally, we pass the output signals to kalman filter before con-
catenate them to a stereo enhanced speech.

More detail explanation and figure of DNN (TBD).

3. EXPERIMENT

3.1. Dataset

Our proposed DNN-based enhancement network was trained
on the training subset of the Clarity speech dataset [6]. It
consists of 6000 training scenes. We did not utilize the head
rotation information. At this point, we simplify the task by
handling single-channel and downsampling the signals from
44.1 kHz to 8 kHz to reduce the training time and space com-
plexity. To ensure the latency requirement (less than 5 ms),
we set the frame length as 4 ms and hopping size is half of the

1https://claritychallenge.org/docs/icassp2023/
icassp2023_intro



Fig. 1. Proposed method.

Table 1. Evaluation results using development set

Metric Channel
Left Right

PESQ 1.35 1.47
1.14 1.24

STOI 0.36 0.20
0.50 0.34

frame length. For the post processing, we utilized the Kalman
filtering that implemented in filterpy library2.

3.2. Results

We conduct a preliminary objective evaluation by selecting 10
signals from the development set. The perceptual evaluation
of speech quality (PESQ)[7] score and the STOI [8] are calcu-
lated from the given SPIN and the enhanced speech with the
clean speech as reference. Table 1 shows the mean results of
PESQ and STOI from each left and right channels. The over-
all results showed that our proposed method could improve
the intelligibility (STOI increased) of the noisy signal but it
reduces the quality (PESQ decreased).

4. LIMITATION AND FUTURE WORK

Our DNN model was trained using single-channel 8 kHz sig-
nals. Thus, it introduces some disadvantages, such as the re-
duced quality of the reconstructed signals and produces sig-
nals with a limited frequency range. Our proposed method
has not yet considered the head turning data and the speaker
information. Speaker adaptation techniques were reported to
be effective for separating speech signals in a mixture with
multiple speakers (such as the given data) [9, 4]. Thus, there
are several cases which our model failed to capture the main
target speaker (mixed with other speakers). In the future, we
will train our model with higher sampling frequency data and
incorporate the speaker adaptation for improving the perfor-
mance of enhancement. Moreover, the considerably insuffi-
cient evaluation of this report will also be addressed in our
future work.

2https://filterpy.readthedocs.io/en/latest/
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