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Why? (& who pays?)

Transformative Technologies Theme
2021 – 2025

EP/T021063/1

Our overall aim is to create "multi-modal” (MM) aids which not only amplify sounds but 
contextually use simultaneously collected information from a range of sensors to improve 
speech intelligibility.

https://cogmhear.org/



3

Who? Where?

Edinburgh Napier

Amir Hussain (PI)
Emma Hart
Ahmed Al-Dubai
William Buchanan

Edinburgh

Peter Bell
Steve Renals
Tughrul Arlsan
Tharmalingam Ratnarajah

Ahsan Adeel

Qammar Abbasi
Muhammad Ali Imran

Glasgow

Wolverhampton

Lynne Baillie
Mathini Sellathurai

Heriot-Watt

Michael Akeroyd
Nottingham

Alex Casson
Manchester

Colour coding …

• Red = CompSci, AI, IoT, HCI, signals
• Blue = wireless, 5G, flexible electronics
• Black =speech, hearing, neurobiology

+ experts, user-groups and external board
(inc. Peter Derleth, Sonova, John Hansen, Dallas)
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What?

Our overall aim is to create "multi-modal” (MM) aids which not only amplify sounds but 
contextually use simultaneously collected information from a range of sensors to improve 
speech intelligibility.

Audio

Video
RF sensing

AVSEC challenge
“Wireframe” lipreading

Cognitive-load
sensors

cloud

DNNs
Transmission architectures
Two-point neural models 

Constraints 
.. Devices need to be very small
.. Tiny LI-ION cell, power budget: <1-5 mW 
.. Very low audio processing delay: < 10 ms

https://cogmhear.org/

Constraints ..
.. Privacy
.. Wearability

“IoT” data
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Codec Frame
Structures
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Codec Frame
Structures
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Codec Frame
Structures
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Radio-frequency
lip-reading
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Radio-frequency
lip-reading

“Fig. 3 | Experimental setup of the data collection through radar and Wi-Fi. 
A Front view of the data collection setup using XethruUWB radar.
B Top view of the radar-based data collection.
C Front view of Wi-Fi based data collection. 
D Top view of the Wi-Fi-based data collection setup.”

Radar system
• Rx/Tx sensor on top of laptop screen
• Distance = 0.45 m

• f = 7.3 GHz \l = 4 cm
• Spectrograms of Doppler shifts

Wifi system
• Separate Tx/Rx on desk.
• Distance = 0.45 m

• f = 2.5 GHz \l = 12 cm
• “Channel-state-information” amplitude
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Radio-frequency
lip-reading

Radar system
• Rx/Tx sensor on top of laptop screen
• Distance = 0.45 m

• f = 7.3 GHz \l = 4 cm
• Spectrograms of Doppler shifts

Wifi system
• Separate Tx/Rx on desk.
• Distance = 0.45 m

• f = 2.5 GHz \l = 12 cm
• “Channel-state-information” amplitude

Accuracy of best deep-
learning model classifying 
the radio-freq data

• 5 vowels + blank
• x 3 talkers 
• x with/without facemask

Radar .. 73% without facemask
86% with ..

Wifi .. 61% without facemask
73% with ..



Radio-frequency
BSL

Accuracy of best deeplearning model at 
classifying 15 BSL gestures x 4 presenters 
(about 3:1 training-testing ratio of data) = 90%



https://cogmhear.org/


