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Abstract
This paper describes our proposed speech intelligibility predic-
tion system submitted to the second Clarity Prediction Chal-
lenge (CPC2). This challenge aims to facilitate the advance-
ment of improved hearing aids through the automatic prediction
of speech intelligibility. Our system was developed by integrat-
ing the equalization-cancellation model to mimic the central
processing of binaural cues. Further, we trained a time-series
model with a one-hot listener characteristic embedding layer to
predict speech intelligibility. The preliminary evaluation of the
development set showed that our proposed method could effec-
tively predict speech intelligibility.
Index Terms: speech intelligibility, non-intrusive, one-hot em-
bedding, equalization-cancellation model

1. Introduction
The speech intelligibility prediction method is a critical com-
ponent in developing and optimizing hearing aids. By leverag-
ing automated speech intelligibility methods, hearing aid man-
ufacturers can create more effective and user-friendly devices
that cater to individual needs and improve overall hearing ex-
periences for individuals with hearing impairment. The second
Clarity prediction challenge (CPC2) aims to find the optimal
speech prediction method for hearing aids in a more realistic
scenario1. The collected scenes in the CPC2 were derived from
the first and the second Clarity Enhancement Challenge (CEC1
and CEC2). The CEC2 contains more variety of noise sources,
the head is moving while talking, and the onset timing is less
predictable.

Researchers have explored various approaches to automat-
ically assess speech intelligibility in the first Clarity prediction
challenge (CPC1) [1]. For instance, the method based on short-
time objective intelligibility (STOI), namely the modified bin-
aural STOI (MBSTOI) [2], was introduced as the baseline sys-
tem. Further, machine learning approaches that simulated the
process of automatic speech recognition systems and the related
features, such as [3, 4], were also proposed and showed promis-
ing results.

This report describes our submitted proposed systems for
predicting speech intelligibility in the second Clarity prediction
challenge (CPC2). We report two systems: E003 and E024.
The E003 is a lightweight method using a stackregressor with
the input of the final embedding layer of pre-trained wavLM
large [5]. Meanwhile, the E024 is our proposed method that uti-
lizes a time-series processing with an equalization-cancellation
model. The hearing loss condition was represented as a one-hot
embedding layer of an audiogram.

1https://claritychallenge.org/docs/cpc2/cpc2_

2. Method
2.1. Feature Extraction

In the feature extraction, we corporate two types of waveform
language model (wavLM) features, i.e., the final embedding
layer output of the pre-trained model from the whole utter-
ance and the time-series type (extracted from one-second over-
lap windowing). The wavLM is an extension of the HuBERT
framework, which enables the pre-trained model to be used for
speech recognition and related tasks. The choice of wavLM
is based on its ability to extract fine-grained details from au-
dio signals and its training with a language modeling objective,
resulting in rich representations of speech and linguistic prop-
erties. Unlike traditional methods that use handcrafted features
for predicting speech intelligibility, the wavLM model operates
directly on raw waveform data, enabling it to capture complex
patterns and dependencies present in the speech signal. This
approach can be advantageous for tasks related to speech intel-
ligibility.

2.2. Regression models

Figure 1 and figure 2 showed the block diagram of the E003
and the E024 systems, respectively. The main difference be-
tween E003 and E024 are from the regression models. In
E003, we utilize a stackregressor to build a prediction model.
In E024, we utilize a more complex model using Long short-
term memory (LSTM) network with one-hot listener embed-
ding layer. Additionally, we pass the improved SPIN waveform
through an equalization-cancellation model [6] before extract-
ing the wavLM features for as the input for the E024 system.

2.2.1. Stackregressor (E003)

The wavLM extracted from the mean of left and right signals
were utilized as inputs for both the base-regressor and meta-
regressor, which were used to calculate the ultimate speech in-
telligibility score. Although speech is a complex and multidi-
mensional signal, the base-regressor is composed of linear re-
gressor, support vector machines, and random forest to make
predictions. While linear regression models have been success-
fully applied in various speech-related tasks, they may not be
sufficient to capture the intricate patterns present in complex
listening environments and individual listener variations that af-
fect speech intelligibility. To address this, we employ support
vector machines and random forests in addition to the linear
regressor to capture a broader range of relationships and effec-
tively handle non-linearities in the data. Finally, the predictions
from each regressor were fed into the Ridge-CV meta-regressor,
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Figure 1: Block diagram of E003

Figure 2: Block diagram of E024

creating an ensemble model that generates the final speech in-
telligibility score.

2.2.2. LSTM with one-hot embedding (E024)

The combination of LSTM and one-hot embedding offers sev-
eral advantages for speech intelligibility prediction. First, it al-
lows the model to work with discrete categorical data in a mean-
ingful way, avoiding the risk of treating these categories as con-
tinuous variables, which could lead to inaccurate predictions.
We extracted a one-hot embedding feature from the audiogram
of the listener. We convert the power level in each frequency for
the left and right ears into a vector with 16 units with a thresh-
old of 60 dB. Second, the LSTM’s ability to process sequen-
tial information ensures that the model can effectively capture
temporal dependencies and dynamics present in speech signals,
which are essential for determining intelligibility. The input of
the LSTM model is the time-series wavLM feature from the
equalization-cancellation model.

The hyperparameter settings were chosen carefully to op-
timize the model’s performance. We set the number of LSTM
units to 32 and used an embedding dimension of 16 to repre-
sent the audiogram. The sequence length was set to 8x1024 (4
seconds utterance) to capture sufficient context without over-
whelming the model’s computation. We employed a batch size
of 4 for training efficiency. To enhance the performance of the
model, we use a sequential self-attention with kernel regulariza-
tion L2 and bias regularization L1. The attention regularization
weight is set to 0.0001. The learning rate was set to 0.001, and
we trained the model for 50 epochs using the Adam optimizer
with mean squared error (MSE) loss function. These hyper-
parameter settings were chosen based on experimentation and
yielded promising results in accurately predicting speech intel-
ligibility.

3. Experiment
3.1. Dataset

We used the CPC2 dataset2 for the experiment. The collected
scenes were derived from CEC1 and CEC2. Each scene was
simulated as a box-shaped room with one or multiple interfer-
ence noises. The label was obtained from the subjective listen-
ing test from hearing-impaired people hearing sentences with 7
to 10 words spoken by a target speaker. There are three parti-

tions in the dataset for cross-validation evaluation.

3.2. Evaluation setting

In the preliminary evaluation phase, we split the training data
into training and development sets. We selected 30% listeners in
the CEC2 subset for the development set and the remaining 70%
listener of CEC2 and the whole CEC1 subsets for training the
model. After obtaining the most optimized hyperparameters,
we built the speech intelligibility prediction model using the
entire train data to predict the evaluation data provided in the
challenge.

We assess the performance of the model based on the re-
gression task. To evaluate the model’s accuracy, the typical
regression metrics were utilized, including root mean squared
error (RMSE), Pearson correlation (ρP ), Spearman correlation
(ρS), and R-squared (R2). These metrics help quantify the dif-
ference between the predicted and actual correctness values ob-
tained from the listening test.

3.3. Results

Table 1 shows the speech intelligibility prediction results in the
development and testing phases. As mentioned earlier, we split
the dataset by taking 30% listeners out of the training set from
the CEC2 subset for testing our system in the development set.
We compared the baseline HASPI and two proposed systems
E003 and E024. In all development sets, the order of the most
to the least accurate methods in terms of RMSE are E024, E003,
and HASPI, respectively.

For the evaluation set by the CPC2 organizers, we obtained
the overall prediction results as shown in the bottom row of Ta-
ble 1. In this evaluation setting, the listener and the hearing aid
system are unknown in the training data. The overall results
showed that the E003 could predict a little bit better than the
E024 in terms of RMSE and correlation but not significantly
different. From these results, we can see the inconsistency be-
tween the results in the development and testing phases. It
might happen due to the different settings in the evaluation (e.g.,
the prediction results of E024 might be more system-dependent
than E003). More analysis of the prediction results will be per-
formed in the future.

4. Limitation and Future Work
Our proposed methods were trained using only the embedding
layer output of the wavLM pre-trained model. Thus, it intro-
duces some disadvantages, such as the limitation in capturing
other acoustic features that are prominent for predicting speech
intelligibility. Additionally, the hearing loss model that might
be beneficial to mimic the hearing perception of listeners with
hearing impairment has not been included in the prediction
model. The input of the equalization-cancellation model used in
the E024 is the binaural waveform without any bandpass filter.
Hence, the output waveform of the equalization-cancellation
model used for feature extraction might be limited. These lim-
itations with the considerably insufficient evaluation of this re-
port will also be addressed in our future work.
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Table 1: Speech intelligibility prediction results using development and evaluation sets

Evaluation data Method ρP ρS RMSE stderr R2
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E003 0.643 31.09 1.03eval (all) E024 0.616 31.57 1.06
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