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Figure 1: Architecture of the proposed systems.

1. Overview
In this Clarity Prediction Challenge 2022, We propose two dif-
ferent systems for performing speech intelligibility prediction.
Specifically, both systems use the same cross-domain features
(spectral and time-domain features). However, different self-
supervised learning (SSL) pre-trained model is selected to de-
ploy the latent representations feature. These three generated
features are selected as the input features to the model. For
Team 16, we selected Hubert [1] model to deploy the SSL fea-
ture, and for Team 33, we selected wavLM [2] to deploy the
SSL feature. It is noteworthy that Hubert was developed to gen-
erate the feature for the ASR Task. While wavLM was devel-
oped to generate better features for the speech processing task.
Therefore, we intend to deploy two different systems to analyze
which SSL feature performs the best for speech intelligibility
prediction on hearing aid. It is noteworthy that the speech ut-
terance is first processed by the MSBG [3] hearing loss model
before developing the cross-domain features.

For the model architecture, we followed our previous work
[4, 5] It comprises a convolutional neural network and bidirec-
tional long short-term memory (CNN-BLSTM) architecture for
representation extraction, a multiplicative attention layer, and a
fully-connected layer. As in this challenge, the speech utterance
is a multi-channel; we intend to develop two different branches,
where each branch corresponds to the specific channel. Next,
the output of each channel is concatenated and finally optimized

in the additional linear layer before finally getting the final pre-
diction score. The detail of our system diagram is shown in the
Figure. 1.

It is noteworthy that we did not perform any data augmen-
tation during training the model. We only selected the available
training samples to train the Track 1 and Track 2 models. Be-
sides, only the corresponding intelligibility score is used as the
model’s ground truth, and we did not attach any additional label
during training the model.
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