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Figure 1: Block diagram of proposed method for close-set track.
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Figure 2: Block diagram of proposed method for open-set track.

This paper proposed an objective binaural intelligibility score for hearing impaired
(OBISHI). This intrusive objective measurement consider the hearing impaired charac-
teristics for predicting the speech intelligibility score. The overall process in our proposed
method is shown in Fig. 1 and Fig. 2 for close-set and open-set tracks, respectively. The
general inputs for both models are clean speech, improved SPIN (output of hearing aid
system), and audiogram of the HI listener. The HI characteristics (HIC) of the listener,
including the results of SSQ [1], GHABP [7], and DTT [2] were taken into account for
inferring the HIC indices.

There are four main components in our proposed methods: HIC predictor, automatic
speech recognition (ASR), hearing loss (HL) model, and intelligibility model. The HIC
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Figure 3: Block Diagram of proposed intelligibility model. x is the clean speech and y
is the improved SPIN degraded by HL. The subscript letter indicates the label for ear
location L for left and R for right.

predictor receives the hearing characteristics and audiogram of the listener as input and
results in HIC indices as output. The HIC indices represents each characteristics. We
used imputation approach to handing the missing data in HIC characteristics. The mean
value is used to fill the missing data of SSQ and GHABP results from available listener.
Meanwhile, we predict the DTT results using a prediction model with the input of other
listener characteristics and audiogram.

The ASR receives the clean speech and the output SPIN as inputs and outputs the
word error rate (WER) of the predicted sentence of the output SPIN with the predicted
sentence of the clean speech as the reference. We utilized a pre-trained ASR system [6]
that built using a factorized time delay neural network (TDNN-F) [5] which trained on
LibiSpeech dataset [4]. The purpose of integrating an ASR in our model is to predict
the difficulty of the sentence despite of HL condition (recognition rate for NH listener).
The HL model developed by Cambridge Auditory Group (namely, the MSBG model)
[3] was utilized to estimate the improved SPIN degradation caused by HL. The MSGB
model comprises of simulations of acoustic transformation in cochlea, spectral smearing
and threshold elevation, and loudness recruitment.

Figure 3 shows the block diagram of our proposed intelligibility model. We consider
the speech inputs as binaural signals. An IIR time-domain gammatone filterbank (GTFB)
with 32-channel was utilized to analyze the signals from both ears. Subsequently, we ex-
tracted the envelopes from the output of each channel in the GTFB analysis. These
envelopes were then pass through a convolutional neural network (CNN). The final pre-
dictor model consists of two layers of fully-connected network receives the output of CNN
layer, the HIC indeces, and the WER to predict the speech intelligibility score.
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