**Abstract**

This paper describes BUT’s efforts in the development of the system for the first Clarity challenge, concerned with enhancing the intelligibility of speech-in-noise for hearing-impaired listeners. Our system consists of three main parts: beamforming, post-enhancement neural network, and listener-adjustment neural network. For the beamforming module, we use a Minimum Variance distortion-less response (MVDR) beamformer computed from time-frequency masks estimated by the Complex Gaussian mixture model (CGMM). For the post-enhancement neural network, we use causal ConvTasnet architecture and train it with multi-task objectives of STOI, SNR, and PMSQE measures. The third, listener adjustment neural network extends the second module by an auxiliary neural network that estimates gains based on listener audiogram. Overall algorithmic latency of our processing is 210 samples (about 4.76 milliseconds). For training of the systems, we use only the data provided with the Clarity dataset. Overall, our system achieves a mean MBSTOI of 0.671 as compared with the baseline system with a mean MBSTOI of 0.415.

**Index Terms:** speech recognition, human-computer interaction, computational paralinguistics

1. **Introduction**

Clarity challenge\[1\] address the problem of hearing aid processing of speech-in-noise. The task in the first enhancement challenge is to improve the intelligibility of the mixture signals containing a single target and single interferer signal.

2. **Overview of the system**

As depicted in Figure 1 our system consists of three main modules:

1. **Beamforming** This module takes the signals from all channels and applies Minimum Variance Distortionless Response (MVDR) beamformer based on time-frequency masks estimated by Complex Gaussian Mixture Model (CGMM). This produces two signals corresponding to the left and right ear.

2. **Neural network post-enhancement** Neural network with causal Conv-Tasnet architecture then uses the two beamformed signals together with two channels of the original mixture to further enhance the intelligibility of the signals. Multiple loss functions considering both intelligibility and quality of the output signals are used to train the network in a multi-task fashion.

3. **Neural network listener adjustment** Finally, the audio-stream is taken into account to adjust the signals to a particular listener. This is done by applying a gain to each dimension of encoded representations of the signals. The gains are estimated by an auxiliary neural network that takes the audiogram as the input. This neural network is trained to improve the binaural intelligibility after forwarding the signal through the hearing loss model. For this, both intelligibility and hearing loss models from the baseline were modified to be differentiable.

**Total algorithmic latency:** All processing blocks act in a causal manner. The algorithmic latency thus stems from the windowing of the representation that is used for the processing. Overall, this corresponds to 210 samples of look-ahead, i.e. about 4.76 milliseconds. The latency of individual blocks is specified in corresponding sections.

**Computational requirements:** The infrastructure used to run the experiments was, in the case of CPU, an Intel(R) Xeon(R) CPU 5675 @ 3.07GHz, with a total memory of 37GB, and in the case of GPU, a Tesla P100 PCIe with 16GB of memory. The inference is run on CPU and takes 2\times real-time for the beamforming and 10\times real-time for the neural network.

3. **Beamforming**

We perform online beamforming of mixed-signal from channels CH1-CH3 using both left and right ear recordings (overall 6 channels). The beamforming is done on Short-time Fourier transform (STFT) representation, with a window size of 200 samples (about 4.5 milliseconds) with 100 samples shift. The beamforming is using a model introduced in [2], where complex Gaussian mixture model (CGMM) is used to estimate time-frequency masks and subsequently, Minimum Variance Distortionless response (MVDR) beamformer is estimated from the masks and applied on the observed signals. While in [2], the algorithm is block-online, here, we use a block of one frame only, similar to frame-online processing in [3]. The CGMM uses a prior on the covariance matrices of target and interference speech, consisting of the apriori expectation of the covariance matrix \(\Psi^{(\nu)}\) and number of apriori observations \(\eta^{(\nu)}\), where \(f\) denotes frequency bin, \(\nu \in \{t,i\}\) is the index of the source (target or interference). In our work, we estimate \(\Psi^{(\nu)}\) from target and interference recordings in the training set, and set \(\eta^{(\nu)} = \eta^{(i)} = 1\) based on the performance on development set. Additionally, we fix the posterior of the mixture weights of frames corresponding to the first two seconds to the target component. The resulting posterior of mixture weights of each time-frequency bin (time-frequency mask) is used to compute the MVDR beamformer, using the frame-online update rule defined in [3]. We apply two beamformer filters, with reference microphones CH1-left and CH1-right to obtain the binaural signal. We also multiply the resulting STFT with the estimated time-frequency mask to further reduce residual interference.

**Algorithmic latency:** The parameters of the spatial model and beamformer are updated online, frame-by-frame. The latency stems from the STFT representation with windows of 200 samples, corresponding to about 4.54 milliseconds.
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4. Neural network post-enhancement

The outputs of beamforming are further post-processed by a neural network. We use ConvTasnet architecture in its causal variant [4], as implemented in Asteroid toolkit [5]. We set the hyperparameters to $N = 256, B = Sc = 128, H = 512, P = 3, R = 3, X = 8$. The encoder and decoder use windows of 10 samples with 5 samples shift. We use both binaural signals on the input of the network, both are processed by the same encoder and then concatenated. In addition, we also use the unprocessed signal from CH1 on the input, to enable recovering from unsuccessful beamforming (e.g. in a case where the angle between target and interference is small). The output of the network is again a binaural signal. The network is trained with a multi-task loss function. The main component is the STOI [6] loss function, with a weight of $0$. Next, we use SNR and PM-SQE [7] loss, both with weights of 0.05 to prevent the network from overfitting to the STOI measure. The target for all parts of the loss function is the target anechoic signal.

Algorithmic latency: The ConvTasnet architecture is causal apart from the initial encoder, which uses 10 sample windows. This causes the algorithmic latency of 10 samples, corresponding to about 0.23 milliseconds.

5. Neural network listener adjustment

To adjust the processing to a particular listener, we used the audiogram in the neural network processing stage. We took the trained model described in Section 4 and extended it with an auxiliary network, consisting of 3 fully connected layers, with Leaky ReLU activations. The auxiliary network takes on input the audiogram and the representation on the output of the separator part of ConvTasnet. The output of the auxiliary network was then used as gains for the estimated representations before decoding. The auxiliary network was initialized to output approximately one, thus mimicking the processing without the auxiliary network. We fixed the parameters of the original network and trained the auxiliary network only, with the objective of MBSTOI [8] of signals processed by the MSBG hearing loss model [9] (corresponding to the evaluation measure used in the challenge). For this, we rewrote the baseline models provided by the organizers into their differentiable versions. As targets of the optimization, we again used the anechoic target signals.

Algorithmic latency: This part only extends the neural network introduced in the previous section. The extension processes each frame separately. Therefore, this does not introduce any algorithmic latency in addition to the one introduced in Section 4.

6. Results and discussion

6.1. Objective intelligibility results

The results of our system are shown in Table 1. We report two metrics: MBSTOI which is the modified binaural STOI computed directly from the enhanced signals, and $\text{HL+MBSTOI}$, which corresponds to computing MBSTOI after applying the baseline hearing loss model to the enhanced signals (this is the final evaluation metric used in the challenge).

In rows (1) and (2) in Table 1 we observe significant improvement in $\text{HL+MBSTOI}$ when using CGMM+MVDR beamforming as compared with the baseline processing. The neural network-based post-enhancement, as described in Section 4 further improves the intelligibility, as shown in row (5). We conducted additional experiments to further study different aspects of the model and training. First, we performed the training with SNR loss only, as opposed to the multi-task loss. Second, we trained a neural network with the beamformed input only, without using also the unprocessed mixtures at the input. The results shown on rows (3) and (4) show that both of these aspects slightly hurt the performance.

Finally, the result of using listener adjustment described in Section 5 is shown on row (7) of Table 1. The results show improvement in the $\text{HL+MBSTOI}$ metric and degradation on MBSTOI without the hearing loss model. This is expected as this processing should learn to compensate for the hearing loss. To test whether the neural network truly uses the audiogram to adjust the output to the listeners, we used audiograms of random listeners during the evaluation in an experiment shown on row (6). While this result is still better than $\text{NN post-enh}$, it stays behind the correct listener adjustment on row (7). We can thus conclude that the gains introduced with the auxiliary network partially optimize the $\text{HL+MBSTOI}$ loss in general, and partially adjust to the listener using the audiogram.

Table 1: Speech intelligibility results on development set. HL+MBSTOI refers to evaluation of MBSTOI after application of hearing loss model to the signals and corresponds to the final evaluation metric in the challenge. All reported numbers are mean results over the set.

<table>
<thead>
<tr>
<th>method</th>
<th>MBSTOI</th>
<th>HL+MBSTOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) baseline</td>
<td>-</td>
<td>0.415</td>
</tr>
<tr>
<td>(2) CGMM+MVDR</td>
<td>0.707</td>
<td>0.599</td>
</tr>
<tr>
<td>(3) NN post-enh (SNR)</td>
<td>0.767</td>
<td>0.631</td>
</tr>
<tr>
<td>(4) NN post-enh (bf-only)</td>
<td>0.770</td>
<td>0.635</td>
</tr>
<tr>
<td>(5) NN post-enh</td>
<td>0.795</td>
<td>0.657</td>
</tr>
<tr>
<td>(6) NN listener (random)</td>
<td>0.759</td>
<td>0.662</td>
</tr>
<tr>
<td>(7) NN listener</td>
<td>0.759</td>
<td>0.671</td>
</tr>
</tbody>
</table>

Figure 1: Overall scheme of the system.
6.2. Subjective intelligibility results

Figure 2 shows the results of subjective listening tests performed by 27 hearing-impaired listeners. The system clearly leads to more intelligible speech than the baseline, especially in the case of noise as interference. Note that in the case of speech as interference, the listeners might have had problems with identifying the target speaker when the interference is too suppressed, as discussed during the Clarity workshop [10]. For some listeners, the accuracy in the speech-interference condition was exactly or close to 0%, which skews the results.

7. Conclusions

The presented system for the Clarity challenge significantly outperforms the baseline, with the use of CGMM-MVDR beamforming and neural network-based intelligibility enhancement. In the Clarity challenge, the system obtained 2nd best result in terms of objective MBSTOI and 5th-6th place in listening tests. This shows that perhaps the gains obtained by direct optimization of the HL+MBSTOI metric might not be always reflected in the subjective intelligibility.
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